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ABSTRACT 
  

Transmission Control protocol (TCP) is a Communication Protocol that is used to offer dependable 

information delivery among hosts. TCP changed into designed and optimized to paintings properly over 

stressed out community however the overall performance of TCP is degrade in wireless network because of 

large and variable postpone, High-Bit-Error fee (BER) and Busty traffic. The predominant problem of TCP 

in wireless network is the excessive quantity of each spurious retransmissions and rivalry between statistics 

and Acknowledgment (ACK) packet for the transmission medium.   

 Now I have proposed the Modified TCP-dynamic acknowledgement approach to minimizing the 

wide variety of ACK packets in transit and mitigating spurious retransmissions. Using this strategy, the 

receiver adjusts congestion window size and put off window size in step with channel situation with the 

assist of acknowledgement or terrible acknowledgement packet. The receiver delays greater 

acknowledgements while channel is in accurate situation and less in any other case. Our technique is 

improved the performance of TCP with minimizing the quantity of retransmission and will increase the 

throughput of TCP 
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INTRODUCTION  
Transmission manage protocol (TCP) is a delivery layer protocol which provides reliable cease-to- 

end facts transport between stop hosts in traditional wired network environment. In TCP, reliability is 

finished via retransmitting lost packets. Thus, each TCP sender maintains a jogging common of the expected 

round experience delay and the common deviation derived from it. Packets will be retransmitted if the sender 

receives no acknowledgment within a certain timeout c program language period (e.G., the sum of smoothed 

spherical journey delay and four instances the average deviation) or gets duplicate acknowledgments. Due to 

the inherent reliability of stressed out networks, there is an implicit assumption made through TCP that any 

packet loss is due to congestion. To lessen congestion, TCP will invoke its congestion manipulate 

mechanisms each time any packet loss is detected. Since TCP is nicely tuned, it has turn out to be the de 

facto shipping protocol in the Internet that supports many applications which includes web access, file 

transfer and email. Due to its wide use within the Internet, it's far ideal that TCP stays in use to offer 

dependable records switch services for communications inside wireless networks and for the ones across 

wireless networks and the stressed Internet. It is thus crucial that TCP performs properly over all kinds of 

wireless networks so as for the wired Internet to extend to the wireless international. Unfortunately, stressed 

out networks and wireless networks are appreciably special in phrases of bandwidth, propagation put off, and 

link reliability. The implication of the distinction is that packet losses are no longer specially due to network 

congestion; they'll well be because of some wireless specific reasons. As a depend of truth, in wi-fi LANs , 

most packet losses are because of high bit error price , while in cell ad hoc networks, maximum packet losses 

are due to medium rivalry and route breakages, as well as radio channel mistakes. Therefore, even though 

TCP plays well in stressed out networks, it will be afflicted by extreme performance degradation in wireless 

networks. 

IEEE 802.11 is the usual Medium Access Control (MAC) protocol for wi-fi networks, which include 

each hyperlink and bodily layer specifications. 802.11 implements a robust link layer retransmission 

approach together with the RTS/CTS (request-to-send/clear-to-send) manage frames for recovering most of 

the probably misplaced frames domestically on hyperlink stage.1 There is also a digital service feel 

mechanism this is utilized by each node to announce to all different nodes inside a given area while the 

medium is busy. This mechanism pursuit at stopping the famous hidden node trouble 802. Eleven works 

successfully for topologies of at most 3 hops among sender and receiver, which is usually called a 3-hop 

scenario.2 for large eventualities in terms of range of hops, the hidden node hassle still exists due to the 

spatial reuse assets inherent within the propagation version of such wireless networks. Basically, the spatial 

reuse imposes that, within positive geographical vicinity, most effective one node can transmit at a time 3, 4, 5. 

This causes an negative impact on conventional TCP since it is always probing the community for bandwidth 
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via increasing its transmission fee until a misplaced packet is detected 6. Hence, except an efficient 

coordination between MAC and transport protocols is in region, the stop to- quit overall performance may be 

significantly impaired. 

Actually, the main problem of TCP over 802.11 14 is the excessive quantity of medium accesses done by way 

of TCP. This is brought about now not most effective by way of ACK packets that compete with records 

packets for the medium, but additionally by means of the TCP retransmissions whilst reacting to losses. 

RELATED WORKS 
Jimenez and Altman 6 investigated the effect of delaying extra than ACKs on TCP overall 

performance in multihop wireless networks. They concluded that, in a series topology of nodes, massive 

improvement can be accomplished by means of delaying 3 to 4 ACKs. In their method, except the sender’s 

retransmission timer expires, the receiver continually delays four packets, besides at session startup. During 

startup, the receiver begins delaying one ACK only and increases it until four based on the sequence number 

of the received statistics packets.  

Johnson 7 investigated the impact of the usage of prolonged not on time acknowledgments durations 

on TCP overall performance. In the experiments, he has changed the kernel’s TCP algorithm to allow one of 

a kind numbers of mixed ACKs via the receiver as opposed to best two as proposed inside the specification 

of RFC 1122. In this way, the receiver was adjusted to delay a better variety of ACKs, starting from one to 

twenty ACKs.  

Allman 8 performed an in depth simulation evaluation on Delayed Acknowledgment (DA) 

techniques. This work confirmed that TCP overall performance may be harm with the aid of delayed ACKs 

in particular all through the slow begin segment 

Olivera et al 9 have offered a dynamic delayed Acknowledgment known as TCP-DAA (Dynamic 

Adaptive Acknowledgment) which tries to regulate the dwin According to channel circumstance. TCP-DAA 

is adaptive inside the term of packet losses in the channel. A comprehensive examine of cross – layer 11 have 

focuses on cross-layer strategies to improve TCP's overall performance. In go-layer strategies, the decrease 

layers offer feedback - selection making facts to the transport layer. Transport layer uses this statistics to 

distinguish congestion loss and non congestion loss. Improving TCP Performance over Optimal CSMA12 

Have that only a simple, extra virtual queue on the MAC layer can appreciably enhance TCP performance 

when oCSMA is used because the underlying MAC. 

MODIFIED TCP 

Modified TCP 
In this approach the Cwnd (Congestion Window) and Dwin (Delay Window) size is increase or 

decrease with the help of the ACK and NACK. All other parameter of TCP we do not change.  
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1) The sender and receiver window side is change according to the ACK and NACK generated by the 

receiver. 2) Initial the Cwnd and Dwin size is set to one and it increase for every ACK generated by the 

receiver and it decrease for every NACK generated by the receiver. 3) Increase Dwin Size: Generate every 

ACK packet by the receiver then it increase Dwin size by one, up to Maximum Dwin Size. 4) Decrease 

Dwin Size: Every negative ACK generated by receiver then it reduce Dwin size by 2. 5) Increase Cwnd size: 

Ever ACK packet receiver by the sender then it increases Cwnd size by one, up to maximum Cwnd size. 6) 

Decrease Cwnd Size: Every NACK packet receive by the sender then it decrease Cwnd size by two. 7) 

NACK is generated by the receiver if time out condition is occurring. 

Working of modified TCP Approach 
Initially the congestion window length and postpone window size is about to 1 (min), and the 

maximum size is 3 (max). Packet quantity zero is sent from sender to receiver. At the receiver side receiver 

obtain packet range zero and increase delay window size through one, right here it ship the 

acknowledgement of subsequent packet. Now at the sender side it acquire the acknowledgement of packet 

number 0 and it boom the congestion windows length with the aid of one. Now at the moment congestion 

window length is 2, so it sends 2 packets – packet number one, packet wide variety 2. At receiver side it 

receives packet 1 and a couple of and increase delay window size via 1 and sending the acknowledgement of 

next packet that is packet wide variety three. At sender aspect it gets the acknowledgement packet range 3 

and it growth congestion window length with the aid of one.  Now sender sends 3 packets which might be 

packet no 3, zero, and 1. At this time receiver ship the acknowledgement of packet range 2. Here the delay 

window length is max which cannot be multiplied in addition. So presently sender receive acknowledgment 

packet 2 and the congestion window length is about to max. Again sender send subsequent packet 2, 3, zeros.  

Now if packet number 3 is misplaced or delayed at the receiver aspect the time out condition is arise then 

receiver sends the bad acknowledgement of packet variety 3 and decease the postpone window length by 

way of 2. The out of order packet that is packet range 0 obtained via the receiver is actually discarded and 

poor ACK is generated by way of the receiver.  Now the poor acknowledgment is received by way of the 

sender side is decease congestion window by way of 2, as shown in fig. At this time the congestion window 

size is 1, now it sends most effective one packet this is 3. At the receiver side it receive the packet quantity 

three, it increase postpone window length by using 1 and send the acknowledgement of next packet this is 

acknowledgement of packet variety zero and so on. 
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Sender                                 Receiver 

 
Figure1. Modified TCP 

PERFORMANCE EVALUATIONS  
Here we evaluate and compare the performance of TCP-DAA with the modified TCP-DAA. We 

examine our paintings with TCP-DAA in terms, first the variety of retransmission and 2d throughput. 

Simulation Scenario 
We used the ns2 simulator 10 in our critiques. We used a unmarried chain topology with 9 (most) 

nodes as shown in parent 2. In the simulation packet size is 1460 bytes. The window restrict is three packets 

are used. Each nod is two hundred meters faraway from every other in chain topology and interference range 

is 550 meters, in accordance with 802.11.The effective transmission variety is 250 meters and wi-fi records 

rate is two Mbps is ready. The throughput r is calculated as r=(seq.*eight)/stime. Here seq. Is the collection 

wide variety transmitted and mentioned, stime is the simulation time.   Other parameters placing are as α is 

about to 0.Seventy five, K is ready to zero.2 and μ is ready to zero.3. The initial day trip interval is set to 2 

hundred ms and simulation runs final 300 seconds. The different parameters use the default values. 

 
Figure2. Chain Topology 

Throughput of TCP and Modified TCP 
In this segment we examine our effects with the principle existing TCP. In this simulation the variety 

of hops is fixed and it related into the chain topology. In this simulation we are also used the extraordinary 

flows and examine the throughput of the present TCP and modified TCP. 
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Figure3: Aggregate Throughputs In The Chain 

Topology (3-hop) 
Figure4. Aggregate Throughputs In The Chain 

Topology (5-hop) 

 

CONCLUSION 
Improving TCP performances over 802.11 MAC Protocol in multi-hop wireless networks is simply a 

problem on interplay among  layers. The throughput of traditional TCPs suffers from the usage of delayed 

ACK. But we can show that TCP throughput is better whilst the usage of delayed ACK according to the 

channel situation. The congestion window size and behind schedule window length is dynamical exchange 

according to the channel circumstance. TCP Sender and receiver dynamically adjust itself to the channel 

Condition by way of delaying much less or high ACKs according to channel conditions. We have modified 

the TCP approach and improve the throughput of TCP and minimizing the wide variety of retransmission. 

We have extended and in addition evaluated TCP set of rules for enhancing TCP performance over Multihop 

wi-fi networks. Minimize collisions resulting from mutual interference among information and ACK packets 

with the aid of transmitting as few ACKs as viable. 
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