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ABSTRACT

The NB model is useful to analyze discrete data. For clustered discrete data when the observations are correlated from individual subjects, the NB parameter estimates can be severely biased. A score test for testing the random parameter in the over-dispersed clustered discrete data are developed and analyzed for the NB model with the assumption that it is used for model fit under the null hypothesis. Here, we derived the procedure of the fitted multilevel NB model and developed a score test for testing the random parameter; the likelihood ratio tests are used as an alternative test to select the best test statistic in terms of power. To demonstrate our proposed method, a simulation study and an illustrative example are used. The results showed that when the dataset has heterogeneous groups in the clustered discrete data, the multilevel NB model gives a good approximation and correct result in the analysis while NB is clearly not adequate for handling heterogeneous data since it gives wrong results and it is only appropriate and reliable for homogenous groups. From the simulation study, for fixed values of the random and dispersed parameters, when the sample size is increasing the power of the score test is increasing. For large values of the sample size and random parameters, the difference among different tests become trivial in terms of its power. For other cases, the proposed score test is more appropriate for general use because of its high Power.
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1. INTRODUCTION

The conventional regression methods, including multiple linear regression, logistic regression and generalized linear models, assume independence of the observations. In medical sciences, as well as in many other fields, data are hierarchical and independence assumption is conceptually violated. In fact in this sense, a standard negative binomial regression model is a purely fixed effects model. The random coefficients models when the model coefficients are also allowed to vary, more complex mixed effects models may be constructed by nesting levels within one another.

Gaussian distribution is typically used to describe the intercept randomness. The intercept only model sometimes referred to as an empty model or null model; this is the simplest case of the multilevel regression model. This model only contains random groups and random variation within groups. It can be expressed as a model where the dependent is the sum of a general mean, the random effect at the group level, and a random effect at the individual level. The addition of an extra parameter to indicate a randomly distributed intercept classifies the models as a random intercept. It is understood that random effects are the same within each cluster, but they differ between clusters.

The multilevel regression model has become known in the research literature under a different name, such as, “random coefficient model”(de Lecuyer & Kreft, 1986; Longford, 1993), “variance component model”(Longford, 1987), “hierarchical linear model”(Raudenbush & Bryk, 1986, 1988), “mixed effects or mixed model”(Little, Milliken, Stroup & Wolfing, 1996) all are very similar and jointly as multilevel regression models. All of them are assuming that there is a hierarchical data set with one single outcome variable that is measured at the lowest level and explanatory at all existing levels (Goldsten, 2003). Until recently, nearly all discussion and application of multilevel models have been of continuous response models. Binary response models, especially logistic models were introduced about more than a decade. The multilevel mixed models are a comparatively new area of research, with multilevel count models being the most recent, J.M. Hilbe (2007). Comprehensive studies of mixed models are given by Searle, casella, and McCulloch (1992), Verbeke and Molenberghs (2000), Raudenbush and Bryk (2002), Demidenko (2004), Hedeker and Gibbons (2006), McCulloch, Searle, and Neuhaus (2008), Rabe-Hesketh, and Skrondal (2012) are good review on applied multilevel count data.

The basic idea of the multilevel analysis is that data sets with a nesting structure that include unexplained variability at each level of nesting are usually not adequately represented by the multiple regression analysis. The reason is that the unexplained variability in single level regression analysis is only the variance of the residual term. The multilevel data has a more complicated structure related to the fact that many populations are concerned with modeling in such data which
embrace one population for every level (Snijders and Bosker, 1999)\textsuperscript{14}. The objectives of our study were to develop a multilevelNB model for clustered discrete data.

2. STATISTICAL METHODS

2.1. The Multilevel Negative Binomial Regression Model

The effects of adding a random component to the linear predictor are to add extra correlation to the model, which in turn induces over dispersion, the level of dependency must be adjusted by the models if the resulting levels of over dispersion are to be accommodated. In this study, the clustering of the data points within geographical regions offers a natural 2-level hierarchical structure of the data, that is, children are nested within regions. The random effects model begin with the same notation as fixed effects models in that heterogeneity parameters is added to the linear predictor. Moreover, the fixed effects parameters $\beta$, is now considered to be an iid random parameter rather than a fixed parameter and it is derived from a known probability distribution.

When the outcome variable is a count denoting the number of time that an incident occurred, a Poisson regression model can be accustomed relate the mean number of events to a group of explanatory variables employing a logarithmic link function. The NB regression model be used as

$$log \left( \mu_i \right) = X_i \beta, \ Y_i \sim NB \left( \mu_i, \phi \right)$$ \hspace{1cm} (1)

Where $X_i$ denotes a $p \times 1$ column matrix of covariates measured with the $i^{th}$ subject, $Y_i$ denotes the count outcome variable measured with the $i^{th}$ subject, $\beta$ denotes a $1 \times p$ row matrix of the regression coefficients and the parameter $\mu_i$ denotes the expected or mean number of events for the $i^{th}$ subject given their set of observed covariates. Let $Y_{ij}$ be the response variable for the observation $j$ of group $i$, $i = 1, 2... k$; $j = 1, 2... n_i$. Without lose of generalization, consider a two level negative binomial model for cluster $i$, the conditional distributions of the outcome variable $y_i = (y_{i1}, y_{i2}, ..., y_{in})$, given a set of cluster level random effect $\alpha_i$ and the conditional over dispersion parameters $\phi$ in a mean over dispersion parameterization, is

$$f(y_{ij}/\mu_{ij}, \phi) = \exp \left[ \sum_{l=1}^{n_i} \{log \frac{r(y_{ij} + c_i^{-1})}{r(y_{ij} + 1)} - log \frac{r(y_{ij} + 1)}{r(c_i^{-1})} \} + C(y_{ij}, \phi) \right] \hspace{1cm} (2)$$

Where $C(y_{ij}, \phi)$ is defined as $-\frac{1}{\phi} log \left\{ 1 + exp \left( \eta_{ij} + logc_i \right) \right\} - y_{ij} log \left\{ 1 + exp \left( - \eta_{ij} - logc_i \right) \right\}$
Where \( \log(\mu_{ij}) = \eta_{ij} = x_{ij}\beta + z_{ij}\alpha_i \), the mixed effect model for the mean response with \( \alpha_i = \alpha + D^2u_i, c_i \) is the dispersion parameter for group i, and \( x_{ij} \) is a \( p \times 1 \) vector of time independent covariates. Where the \( u_i \)'s are independently and identically distributed with normal distribution with zero mean and unit variance. Since we want to test homogeneity across and within groups we consider the random intercept model in which \( z_{ij} = 1 \) for all i,j. Therefore \( u_i \)'s are independently and identically distributed with mean \( \alpha \) and variance \( D \).

Model (2) is an extension of the NB regression model to include normally distributed random effects at different group levels. The standard NB model is used to model over dispersed count data for which the variance is greater than that of a Poisson model. In a Poisson model, the variance is equal to the mean, and thus overdispersions are defined as the extra variability compared with the mean. Our interest is to test the null hypothesis \( H_0: D = 0 \) against the alternative \( H_0: D > 0 \). This implies that testing homogeneity across groups as well as testing homogeneity with in groups as the intra cluster or within group correlation coefficient assuming that common over dispersion parameter \( c \) overall groups or individuals (see Carrasco and Jover, 2005).  

### 2.2. Derivations of the Score Test Based on the Multilevel NB Model

We consider a multilevel NB model in (2), our purpose is to develop a score test of homogeneity between and within groups for over dispersed count data. Let \( Y_{ij} \) be the response variable for the observation j of group i, i = 1, 2… k; j = 1, 2… \( n_i \) from the NB distribution denoted by \( f(y_{ij}/\mu_{ij}, c_i) \) and given by

\[
\frac{\Gamma(y_{ij} + c_i^{-1})}{\Gamma(y_{ij} + 1)} \left( \frac{1}{1 + c_i\mu_{ij}} \right)^{c_i^{-1}} \left( \frac{c_i\mu_{ij}}{1 + c_i\mu_{ij}} \right)^{y_{ij}}
\]

The mean and the variance of the outcome variable \( Y_y \) are

\[
\mu_{ij} = E\left(Y_{ij}\right) = g'(\theta_{ij}) = \exp(x_{ij}\beta + z_{ij}\alpha_i) \quad \text{and} \quad \text{Var}(y_{ij}) = \sigma_{ij}^2 = c_i g''(\theta_{ij}) = \mu_{ij}(1 + c\mu_{ij})
\]

The ith term in the log-likelihood of the multilevel NB model in (1) can be written as

\[
L_i(\beta, \alpha, c) = \sum_{j=1}^{n_i} \left[ \sum_{t=1}^{y_{ij}} \log(1 + c) + y_{ij} (x_{ij}\beta + (\alpha + D^2u_i)) \right] - (y_{ij} + c^{-1})\log\left( 1 + c\exp(x_{ij}\beta + (\alpha + D^2u_i)) \right) \quad \text{……….}(3)
\]

To determine the score function, we follow the procedures in the above equation. Then, the first and second derivatives of the log likelihood equation with respect to \( \sqrt{D} \) are...
\[
\frac{\partial}{\partial \sqrt{D}} \log \prod_{j=1}^{n_i} f_{ij}(y_{ij}, \beta, \alpha, c) = u_i \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})}
\]
and
\[
\frac{\partial^2}{\partial^2 \sqrt{D}} \log \prod_{j=1}^{n_i} f_{ij}(y_{ij}, \beta, \alpha, c) = -u_i^2 \sum_{j=1}^{n_i} \frac{\mu_{ij}(1 + c\mu_{ij})}{(1 + c\mu_{ij})^2}
\]

Therefore, at \( D = 0 \) the score statistic becomes
\[
S_N(\beta, \alpha, c) = \sum_{i=1}^{k} \left| \frac{\partial l_i(\beta, \alpha, c)}{\partial D} \right|_{D = 0} \]

As in Jacqmin-Gadda and commenges (1995), using Liang (1987) and Chesher (1984) and after evaluation of the partial derivatives, we obtain the score function evaluated under the null hypothesis of homogeneity. The score test statistic for testing \( H_0: D = 0 \) for the known nuisance parameters \( \gamma \) and \( c \) are as follows.
\[
S_N(\beta, \alpha, c) = \frac{1}{2} \sum_{i=1}^{k} \left\{ \left[ \sum_{j=1}^{n_i} \frac{\partial \log f_{ij}(\beta, \alpha, c)}{\partial \alpha_i} \right]^2 + \sum_{j=1}^{n_i} \frac{\partial^2 \log f_{ij}(\beta, \alpha, c)}{\partial \alpha_i^2} \right\}
\]

Where
\[
\frac{\partial \log f_{ij}(\beta, \alpha, c)}{\partial \alpha_i} = \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})} \quad \text{and} \quad \frac{\partial^2 \log f_{ij}(\beta, \alpha, c)}{\partial \alpha_i^2} = -\sum_{j=1}^{n_i} \frac{\mu_{ij}(1 + c\mu_{ij})}{(1 + c\mu_{ij})^2}
\]

Therefore, the score test statistic will be
\[
S_N(\beta, \alpha, c) = \frac{1}{2} \sum_{i=1}^{k} \left\{ \left[ \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})} \right]^2 - \sum_{j=1}^{n_i} \frac{\mu_{ij}(1 + c\mu_{ij})}{(1 + c\mu_{ij})^2} \right\}
\]

Then the score test statistic for testing \( H_0: D = 0 \) for the known nuisance parameters \( \gamma \) and \( c \) is
\[
H_{NB} = S_N^2(\beta, \alpha, c)/(I_{DD} - AB^{-1}A^T) \]

Now, the asymptotic variance as \( k \to \infty \), of \( S_N(\beta, \alpha, c) \) under \( H_0 \) (Cox and Hinkley, 1974) is
\[
I = I_{DD} - AB^{-1}A^T \quad \text{where} \quad I_{DD} = \sum_{i=1}^{k} E \left[ \frac{\partial l_i}{\partial D} \right]_{D = 0}^2 \quad \text{is a scalar and} \quad A = [A_1, A_2],
\]
\[
A_1 = \sum_{i=1}^{k} E \left[ \left( \frac{\partial l_i}{\partial D} \right) \left( \frac{\partial l_i}{\partial \gamma} \right) \right]_{D = 0} \quad \text{is a} \times (p + 1) \text{vector},
\]
\[
A_2 = \sum_{i=1}^{k} E \left[ \frac{\partial^2 l_i}{\partial \alpha \partial c} \right]_{D = 0} \quad \text{is a scalar},
\]
\[
B = \begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix},
B_{11} = \sum_{i=1}^{k} E \left[ \left( \frac{\partial l_i}{\partial \gamma_s} \right) \left( \frac{\partial l_i}{\partial y_r} \right) \middle| D = 0 \right] \text{ is a } (p+1) \times (p+1) \text{ matrix}
\]
\[
B_{12} = B_{21} = \sum_{i=1}^{k} E \left[ \left( \frac{\partial l_i}{\partial \gamma} \right) \left( \frac{\partial l_i}{\partial c} \right) \middle| D = 0 \right] \text{ is a } (p+1) \times 1 \text{ vector}
\]
\[
B_{22} = \sum_{i=1}^{k} E \left( -\frac{\partial^2 l_i}{\partial c^2} \middle| D = 0 \right) \text{ is a scalar.}
\]

### 2.3. Parametric Estimation of the Score test Based on the Multilevel Negative Binomial Model

Now we need to evaluate the variance of the score function (S) defined as

\[
\text{Var}(S) = I_D - AB^{-1}A^T.
\]

The ith summand of \( I_D \) can be written as

\[
E \left( \frac{\partial l_i}{\partial D} \middle| D = 0 \right) = \frac{1}{4} E \left\{ \left[ \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})} \right]^2 - \sum_{j=1}^{n_i} \mu_{ij}(1 + c\mu_{ij}) \right\}^2
\]

Where

\[
a_i = \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})}^2 \quad \text{and} \quad b_i = \sum_{j=1}^{n_i} \frac{\mu_{ij}(1 + c\mu_{ij})}{(1 + c\mu_{ij})^2}
\]

To derive quantitative such as \( E(a_i^2) \), we need some basic moment results from the \( \text{NB}(\mu_{ij}, c) \) distribution. Let \( U = \frac{(y_{ij} - \mu_{ij})}{(1 + c\mu_{ij})} \). Then \( U \) is a distributed random variable with

\[
k_1 = 0, \quad k_2 = \frac{\mu_{ij}}{(1 + c\mu_{ij})}, \quad k_3 = \frac{(\mu_{ij} + 2c\mu_{ij}^2)}{(1 + c\mu_{ij})^2}, \quad k_4 = \frac{(\mu_{ij} + 6c\mu_{ij}^2 + 6c^2\mu_{ij}^3)}{(1 + c\mu_{ij})^3}
\]

Applying the first four cumulates results we obtain

\[
E(a_i^2) = \sum_{j=1}^{n_i} \left[ \frac{\mu_{ij} + 6c\mu_{ij}^2 + 6c^2\mu_{ij}^3 + 6c^3\mu_{ij}^4}{(1 + c\mu_{ij})^3} \right] + \left[ \frac{\mu_{ij}}{(1 + c\mu_{ij})} \right]^2
\]

\[
E(a_i b_i) = \sum_{j=1}^{n_i} \frac{\mu_{ij} + c\mu_{ij} + 2c\mu_{ij}^2 + 3c^2\mu_{ij}^3 + 2c^3\mu_{ij}^4 + c^3\mu_{ij}^4 + c^2\mu_{ij}^3}{(1 + c\mu_{ij})^4}
\]

and

\[
E(b_i^2) = \sum_{j=1}^{n_i} \left[ \frac{(\mu_{ij}^2 + 2c\mu_{ij}^3 + c^2\mu_{ij}^4 + c^3\mu_{ij}^4 + 2c\mu_{ij}^3)}{(1 + c\mu_{ij})^4} \right] + \sum_{j=1}^{n_i} \sum_{j \neq k} \left[ \frac{\mu_{ij}\mu_{ik}}{(1 + c\mu_{ij})(1 + c\mu_{ik})} \right]
\]

Finally, we obtain the variance of the score function(S) as follows
Now, 

\[
\frac{\partial l_i(\beta, \alpha, c)}{\partial y} \bigg|_{D=0} = \sum_{j=1}^{n_i} \left( \frac{y_{ij} - \mu_{ij}}{1 + c \mu_{ij}} \right) W_{ij}.
\]

Then

\[
E \left[ \left( \frac{\partial l_i}{\partial D} \right) \left( \frac{\partial l_i}{\partial y} \right) \bigg| D = 0 \right] = \frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{n_i} \frac{\mu_{ij}}{1 + c \mu_{ij}} W_{ij},
\]

hence we obtain

\[
A_1 = \frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{n_i} \frac{\mu_{ij}}{1 + c \mu_{ij}} W_{ij}.
\]

And we need also to evaluate \( A_2 \)

\[
\frac{\partial l_i(\beta, \alpha, c)}{\partial D} \bigg|_{D=0} = \frac{1}{2} \sum_{i=1}^{k} \left\{ \sum_{j=1}^{n_i} \frac{y_{ij} - \mu_{ij}}{1 + c \mu_{ij}} \right\}^2 + \sum_{i=1}^{n_i} \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{ij})(y_{ij} - \mu_{ij})}{(1 + c \mu_{ij})(1 + c \mu_{ij})} - \sum_{i=1}^{n_i} \frac{\mu_{ij}(1 + c y_{ij})}{(1 + c \mu_{ij})^2}
\]

Then

\[
\left( -\frac{\partial^2 l_i(\beta, \alpha, c)}{\partial D \partial c} \bigg|_{D=0} \right) = \frac{1}{2} \sum_{i=1}^{k} \left\{ -\sum_{j=1}^{n_i} \frac{2 \mu_{ij}(y_{ij} - \mu_{ij})}{(1 + c \mu_{ij})^3} - \sum_{i=1}^{n_i} \sum_{j=1}^{n_i} \frac{\mu_{ij} \mu_{ij}(y_{ij} - \mu_{ij})(y_{ij} - \mu_{ij})}{(1 + c \mu_{ij})^3} \left( 1 + c \mu_{ij} \right)^2 \right\}
\]

Therefore

\[
A_2 = \frac{1}{2} \sum_{i=1}^{k} \left( \frac{\mu_{ij}}{1 + c \mu_{ij}} \right)^2 \quad \text{and} \quad B_{11} = \sum_{i=1}^{k} \sum_{j=1}^{n_i} \left( \frac{\mu_{ij}}{1 + c \mu_{ij}} \right) x_{ij} x_{ij}
\]

The diagonal elements of \( B_{12} \) and \( B_{12} \) will be zero. We now obtain \( B_{22} \). The partial derivatives of the log likelihood function of the negative binomial with respect to \( c \) is given by
\[
\frac{\partial l_i}{\partial c} \bigg| D = 0 = \sum_{i=1}^{k} \sum_{j=1}^{n_i} \left[ \sum_{l=0}^{y_{ij} - 1} \left( \frac{l}{1 + cl} \right) - (y_{ij} + c^{-1}) \left( \frac{\mu_{ij}}{1 + c\mu_{ij}} \right) + c^{-2} \log(1 + c\mu_{ij}) \right]
\]

\[
\frac{\partial^2 l_i}{\partial c^2} \bigg| D = 0 = -\sum_{i=1}^{k} \sum_{j=1}^{n_i} \left[ \sum_{l=0}^{y_{ij} - 1} \left( \frac{l}{1 + cl} \right)^2 + 2c^{-3} \log(1 + c\mu_{ij}) - \frac{2c^{-2} \mu_{ij}}{(1 + c\mu_{ij})} - \frac{\mu_{ij}^2(y_{ij} + c^{-1})}{(1 + c\mu_{ij})^2} \right]
\]

Following Fisher (1941) and collings (1981) the above equations can be simplified as

\[
E\left(-\frac{\partial^2 l_i}{\partial c^2}\right) = c^{-4} \sum_{i=1}^{k} \sum_{j=1}^{n_i} \sum_{l=0}^{\infty} \frac{l! \left( c q_{ij} \right)^{l+1}}{(l+1)d_i} + \frac{c^2 \mu_{ij}}{1 + c\mu_{ij}} - \frac{c^2 \mu_{ij}}{1 + c\mu_{ij}}
\]

Thus

\[
E\left(-\frac{\partial^2 l_i}{\partial c^2}\right) = c^{-4} \sum_{i=1}^{k} \sum_{j=1}^{n_i} \sum_{l=0}^{\infty} \frac{l! \left( c q_{ij} \right)^{l+1}}{(l+1)d_i}
\]

Where \( q_{ij} = \frac{c\mu_{ij}}{(1+c\mu_{ij})} \) and \( d_i = \prod_{j=1}^{l}(1+jc) \).

The regression (\( \gamma \)) parameter and dispersion(\( c \)) parameter in \( H_{NB} \) given equation (4.4) are replaced by their maximum likelihood estimates, obtained from the negative binomial regression model under the null hypothesis (see Lawless (1987)). The score test statistic \( H_{NB} \) then reduce to

\[
\frac{\sum_{l=1}^{k} \left\{ \sum_{j=1}^{n_i} \left( \frac{\mu_{ij} - \mu_{ij}}{(1+c\mu_{ij})^2} \right)^2 - \sum_{j=1}^{n_i} \sum_{l=0}^{\infty} \frac{\mu_{ij}(1+c\mu_{ij})}{(1+c\mu_{ij})^2} \right\}^2}{\left[ \frac{1}{4} \sum_{l=1}^{k} \sum_{j=1}^{n_i} \left( \frac{\mu_{ij} + 6c\mu_{ij}^2 + 6c^2\mu_{ij}^3}{(1+c\mu_{ij})^3} \right) + 3 \sum_{j=1}^{n_i} \left( \frac{\mu_{ij}}{1+c\mu_{ij}} \right)^2 - \sum_{j=1}^{n_i} \sum_{l=0}^{\infty} \frac{\mu_{ij}(1+c\mu_{ij})}{(1+c\mu_{ij})^2} \right]}
\]

\[
= \left\{ \left[ \frac{1}{2} \sum_{l=1}^{k} \sum_{j=1}^{n_i} \frac{\mu_{ij}}{(1+c\mu_{ij})} W_{ij} \right] \left[ \sum_{l=1}^{k} \sum_{j=1}^{n_i} \left( \frac{\mu_{ij}}{1+c\mu_{ij}} \right) X_{ij} X_{ij}^{-1} \right]^{-1} \left[ \frac{1}{2} \sum_{l=1}^{k} \sum_{j=1}^{n_i} \frac{\mu_{ij}}{(1+c\mu_{ij})} W_{ij} \right] \right\}^{-1}
\]

Now the maximum likelihood estimate of \( \gamma \) can be estimated iteratively by fisher’s scoring method from the following equations.

\[
\gamma^{(t+1)} = \left[ (WQ^{-1}W^T)^{-1}WQZ \right]^{(t)} , t = 1, 2, 3, ..., \text{ where } Q = \text{diag} \left( \frac{\mu}{1+c\mu} \right) \text{ is an } N \times N \text{ matrix and } Z = W^T \gamma^{(t+1)} + \frac{\gamma - \bar{\gamma}}{\bar{\gamma}} , t = 1, 2, 3, ..., \text{ is an } N \times I \text{ vector. Fisher’s scoring equation to estimate } c \text{ is given by }\]

\[
bc^{(t+1)} = \left( \frac{\partial l(t)}{\partial c} \right)^{(t)} , \text{ where } l \text{ is the log likelihood function given by } H_{NB} \text{ with } D = 0. \text{ Note}
\]
that these two equations must be solved simultaneously to get the maximum likelihood estimates of the parameters $\gamma$ and $c$ under the null hypothesis.

### 2.4. Fisher Scoring Method for the Estimation of $\beta$ and the Dispersion Parameter $C$

Define the function $\eta_{ij} = \log \mu_{ij}$. Then, $\frac{\partial \eta_{ij}}{\partial \mu_{ij}} = \frac{1}{\mu_{ij}}$, also let $V_i = \text{Var}(y_{ij}) = \mu_{ij} + c\mu_{ij}^2$.

Further we define $w_{ij} = \left( \frac{\partial \mu_{ij}}{\partial \eta_{ij}} \right)^2 V_i^{-1} = \frac{\mu_{ij}}{(1+c\mu_{ij})}$. Then the score equation for $\beta$s, $s=1, 2, \ldots, p$ can be written as $u_s = \sum_{i=1}^{k} \sum_{j=1}^{n_i} \left( \frac{\mu_{ij}}{(1+c\mu_{ij})} \right) (y_{ij} - \mu_{ij}) x_{ij}s$.

And the fisher information matrix for $\beta$s is $I = E\left( -\frac{\partial^2 l}{\partial \beta \partial \beta'p} \right) = \sum_{i=1}^{k} \sum_{j=1}^{n_i} w_i x_{ij} x_{ij}'$.

Now we define $u = (u_1, u_2, \ldots, u_p)'$ and $N = \sum_{i=1}^{K} n_i$.

Further, let $x$ be a $N \times N$ diagonal matrix with elements $w_{ij}$. Then the score equations in vector notation can be written as $u = X'W\left( \frac{y-\mu}{\mu} \right)$ and the fisher information matrix can be written as $I = (X'WX)$.

The fisher scoring equations for solving for the regression parameters $\beta$ become $l^{(t)}\beta^{(t+1)} = l^{(t)}\beta^{(t)} + u^{(t)}(X'WX)\beta^{(t+1)} = X'WZ$.

Thus $\beta^{(t+1)} = \left( (X'WX) \right)^{-1} (X'WZ)'$ ................................................................. (5)

Where $t=0, 1, 2, \ldots$ and $Z = X'W\left( \frac{y-\mu}{\mu} \right)$. The fisher scoring equation to solving for $c$ is $c^{(t+1)} = c^{(t)} + I_c^{-1}u(t)$ ................................................. (6)

Where $I_{cc} = E\left( -\frac{\partial^2 l}{\partial c^2} \right)$ and $v = \frac{\partial l}{\partial c}$ as defined before, the maximum likelihood estimates of $\beta$ and $c$ are obtained by iterating between equations (5) and (6) after putting in initial values.

### 3. SIMULATION STUDY

In this section we consider a simulation study and assumed that the random effect is the intercept ($z_{ij} = 1$). We generated sets of count data via the multilevel NB distribution of the response variable with different number of groups and individuals according to the variance (D) of the groupspecific random effects and for different values of the over dispersion parameter $c$. The sample comprised $k = 5, 10, 20, 50$ groups with $n = 10, 20, 50$ and $100$ observations. Each simulated experiment for level and power was based on 10000 simulated samples. The following log-linear model for the response variable is considered.
\[ \log(\mu_{ij}) = 0.8x_{1ij} + 0.5u_i - 1.5 \] 

For \( i = 1, 2 \ldots k \) and \( j = 1, 2 \ldots n_j \). The variable \( x_1 \) is subjected-specific effect and \( u_i \) is the group specific effect simulated from a standard normal distribution. To simulate correlated data, we added a group specific random intercept in the model for the response variable which is \( \alpha_i = \alpha + D^{\frac{1}{2}}u_i \), where, \( u_i \) is a random effect. Therefore, the random effects are normally distributed with mean \( \alpha \) and variance \( D \). Our objective is to test the power of the proposed score test and to compare the proposed model with the standard NB regression model. Table 1 displays the goodness of fit test for the proposed model when the data are simulated from the NB distribution under the hypothesis of homogeneity with common overdispersion parameter \( c \).

<table>
<thead>
<tr>
<th>Group(k)</th>
<th>Observation(n)</th>
<th>Model</th>
<th>-2loglikelihood</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>Multilevel NB model</td>
<td>129.2</td>
<td>137.2</td>
<td>138.4</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>111.1</td>
<td>117.1</td>
<td>122.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Multilevel NB model</td>
<td>248.1</td>
<td>256.1</td>
<td>260.1</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>256.1</td>
<td>262.1</td>
<td>270</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>Multilevel NB model</td>
<td>608</td>
<td>616</td>
<td>623.7</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>614.8</td>
<td>620.8</td>
<td>631.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Multilevel NB model</td>
<td>1175.5</td>
<td>1183.5</td>
<td>1194</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>1253.4</td>
<td>1259.4</td>
<td>1272.1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>Multilevel NB model</td>
<td>243.4</td>
<td>251.4</td>
<td>252.6</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>234.9</td>
<td>240.9</td>
<td>248.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Multilevel NB model</td>
<td>521.7</td>
<td>529.7</td>
<td>533.6</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>447.2</td>
<td>453.2</td>
<td>463.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>Multilevel NB model</td>
<td>1315</td>
<td>1323</td>
<td>1330.4</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>1194.8</td>
<td>1200.8</td>
<td>1213.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Multilevel NB model</td>
<td>2524.7</td>
<td>2532.7</td>
<td>2542.9</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>2424.5</td>
<td>2430.5</td>
<td>2445.2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>Multilevel NB model</td>
<td>531.5</td>
<td>539.5</td>
<td>540.7</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>460.9</td>
<td>466.9</td>
<td>476.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Multilevel NB model</td>
<td>999.3</td>
<td>1007.3</td>
<td>1011.3</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>1003.7</td>
<td>1009.7</td>
<td>1021.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>Multilevel NB model</td>
<td>2533.8</td>
<td>2541.8</td>
<td>2549.5</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>2383.8</td>
<td>2389.8</td>
<td>2404.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Multilevel NB model</td>
<td>4453.7</td>
<td>4461.7</td>
<td>4472</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>4794.3</td>
<td>4800.3</td>
<td>4817.1</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>Multilevel NB model</td>
<td>1336.2</td>
<td>1344.2</td>
<td>1345.4</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>1250.2</td>
<td>1256.2</td>
<td>1268.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Multilevel NB model</td>
<td>2374.6</td>
<td>2382.6</td>
<td>2386.6</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>2324.2</td>
<td>2330.2</td>
<td>2344.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>Multilevel NB model</td>
<td>6566.5</td>
<td>6574.5</td>
<td>6582</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>6648.2</td>
<td>6654.2</td>
<td>6671.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Multilevel NB model</td>
<td>11898</td>
<td>11906</td>
<td>11916</td>
</tr>
<tr>
<td></td>
<td>NB model</td>
<td>11984</td>
<td>11990</td>
<td>12010</td>
<td></td>
</tr>
</tbody>
</table>

In the Table 1 we investigated how the information criteria perform the model selection problems via simulations. The result revealed that AIC was superior to BIC in all the sample data set.
When the sample size was large, except (k=10) the multilevel NB regression model is better than the NB regression model, whereas in small sample size the NB regression model is better than the multilevel NB regression model. From the simulations results we found that the performance of the criteria depends on sample size and model complexity.
Figure 1. Goodness of fit tests of the NB and MNB models via simulated data

From Table 2 note that as type I error probability increases power increases and also as the number of observations in each group increases power increases. When the values of D increases from 0.15 to 0.40 the power decreases.

Table 2: Empirical power of the score test based on 1000 replications generated from the multilevel ZINB model under the hypothesis of homogeneity

<table>
<thead>
<tr>
<th>Cluster (k)</th>
<th>Subject (n)</th>
<th>D=0.05</th>
<th>D=0.10</th>
<th>D=0.15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Significance level</td>
<td>Significance level</td>
<td>Significance level</td>
<td>Significance level</td>
</tr>
<tr>
<td></td>
<td>α=0.10</td>
<td>α=0.05</td>
<td>α=0.01</td>
<td>α=0.10</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.99889</td>
<td>0.99696</td>
<td>0.98330</td>
<td>0.99487</td>
</tr>
<tr>
<td>20</td>
<td>0.99968</td>
<td>0.99903</td>
<td>0.99348</td>
<td>0.98300</td>
</tr>
<tr>
<td>50</td>
<td>0.98788</td>
<td>0.97371</td>
<td>0.90699</td>
<td>0.99748</td>
</tr>
<tr>
<td>100</td>
<td>0.99786</td>
<td>0.99448</td>
<td>0.97294</td>
<td>0.98512</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.99327</td>
<td>0.98447</td>
<td>0.93826</td>
<td>0.99956</td>
</tr>
<tr>
<td>20</td>
<td>0.98980</td>
<td>0.97745</td>
<td>0.91741</td>
<td>0.98763</td>
</tr>
<tr>
<td>50</td>
<td>0.99261</td>
<td>0.98310</td>
<td>0.93403</td>
<td>0.99892</td>
</tr>
<tr>
<td>100</td>
<td>0.99761</td>
<td>0.99391</td>
<td>0.97067</td>
<td>0.98276</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.99972</td>
<td>0.99914</td>
<td>0.99413</td>
<td>0.99994</td>
</tr>
<tr>
<td>20</td>
<td>0.99622</td>
<td>0.99076</td>
<td>0.95908</td>
<td>0.99911</td>
</tr>
<tr>
<td>50</td>
<td>0.99268</td>
<td>0.98326</td>
<td>0.93453</td>
<td>0.98622</td>
</tr>
<tr>
<td>100</td>
<td>0.99439</td>
<td>0.98682</td>
<td>0.94574</td>
<td>0.99324</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.96888</td>
<td>0.93931</td>
<td>0.82463</td>
<td>1.00000</td>
</tr>
<tr>
<td>20</td>
<td>0.99346</td>
<td>0.98486</td>
<td>0.93948</td>
<td>0.99993</td>
</tr>
<tr>
<td>50</td>
<td>0.99742</td>
<td>0.99347</td>
<td>0.96899</td>
<td>0.98938</td>
</tr>
<tr>
<td>100</td>
<td>0.99617</td>
<td>0.99065</td>
<td>0.95867</td>
<td>0.98731</td>
</tr>
</tbody>
</table>
4. APPLICATION STUDY

In this chapter, we focused on multilevel negative binomial regression model to take account of the coefficient of regression and random parameters in NB counts with overdispersion. For estimating the parameters of a score test, we used an EM algorithm in the multilevel NB regression model against the standard NB regression model, and for testing the significance of regression coefficients. The demographic and health related survey of Ethiopia (EDHS) data is used to illustrate the proposed score test. The number of children deaths is an outcome variable and the others nine are predictor’s variables.
Table 3: Fitted Multilevel NB Model with covariates via EDHS

<table>
<thead>
<tr>
<th>Number of children</th>
<th>Negative Binomial</th>
<th>Multilevel negative binomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residence</td>
<td>Estimate</td>
<td>S.E.</td>
</tr>
<tr>
<td></td>
<td>.4442592</td>
<td>.0303513</td>
</tr>
<tr>
<td></td>
<td>Educ. level</td>
<td>.0057544</td>
</tr>
<tr>
<td></td>
<td>Toiletfac</td>
<td>.0619004</td>
</tr>
<tr>
<td></td>
<td>Religion</td>
<td>-.049073</td>
</tr>
<tr>
<td></td>
<td>HHS Members</td>
<td>-.6220319</td>
</tr>
<tr>
<td></td>
<td>Age mother</td>
<td>.4740397</td>
</tr>
<tr>
<td></td>
<td>Current Mari</td>
<td>-.0154326</td>
</tr>
<tr>
<td></td>
<td>AgeMarriage</td>
<td>.0615666</td>
</tr>
<tr>
<td></td>
<td>Sourcedrinkwat</td>
<td>-.0129167</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-.2173634</td>
</tr>
<tr>
<td></td>
<td>/lnalpha</td>
<td>-.6424236</td>
</tr>
<tr>
<td></td>
<td>alpha</td>
<td>.526016</td>
</tr>
</tbody>
</table>

LR test vs. Poisson model: chibar2(01) = 184.55
LR test of alpha=0: chibar2(01) = 3816.91

*: Significant at 0.01 levels.

From Table 3 explained those predictor variables significantly association with the outcome variable. It is observed that there exist significance differences between the β coefficients of these two models for each of the explanatory variables except education level, current marital status of women, age of mothers for first marriage, and sources of drinking water were found to be significant variation in the deaths of children among regions. In the multilevel NB analysis, a two-level structure is used with regions as the second-level unit and children as the first-level unit. The nesting structure is children within regions that resulted in a set of 11 regions with a total of 25420 mothers. A chi-square test statistic was applied to assess heterogeneity between regions. The test yield LRT = 184.55, P < 0.000. Thus, there is evidence for heterogeneity among regions with respect to deaths.

The difference in β coefficients estimated from a multilevel negative binomial model and the standard negative binomial model arises because of the addition of the random effects. The analysis of the random intercept parameter result revealed that deaths of children varied among regions. In the estimate of σ_ν^2 is 0.05 with standard error 0.02. The estimate of the variance component σ_ν^2 drops down to 0.05 compared with multilevel Poisson model, which is not surprising given that now we have additional parameters that control the variability of the data. Because the conditional over dispersion α is assumed to be greater than 0, it is parameterized on the log scale, and its log estimate is reported as/lnalpha in the output. In our model α = exp(-0.64) = 0.53 we can also compute the conditional over dispersion in this model by using the corresponding formula exp(0.05) * (1 + 0.53) − 1 = 0.61. The reported likelihood ratio test showed that there is enough variability between regions to favour the a multilevel negative binomial model over NB model without random effects.
Table 4: Goodness of fit tests of the NB and multilevel NB models via EDHS, 2005

<table>
<thead>
<tr>
<th>Model</th>
<th>Obsll(null)</th>
<th>ll(model)</th>
<th>df</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilevel NB</td>
<td>-</td>
<td>-34673.53</td>
<td>12</td>
<td>69371.05</td>
<td>69468.77</td>
</tr>
<tr>
<td>NB</td>
<td>-38532.49</td>
<td>-34855.01</td>
<td>11</td>
<td>69732.03</td>
<td>69821.6</td>
</tr>
</tbody>
</table>

The multilevel negative binomial model can be considered as a parametric version of assessing heterogeneity among regions with respect to Death’s of children. Moreover, based on the AIC values, the multilevel NB model is better than NB model.

Table 5: The observed and predicted probabilities of the fitted models via EDHS

<table>
<thead>
<tr>
<th>Number of Children Death</th>
<th>Observed frequency</th>
<th>Observed probability</th>
<th>Predicted probability</th>
<th>Negative Binomial Model</th>
<th>Multilevel Negative Binomial Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>12000</td>
<td>0.472069237</td>
<td>0.31454695</td>
<td>0.31111111</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5680</td>
<td>0.223446105</td>
<td>0.221168436</td>
<td>0.224713805</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3560</td>
<td>0.140047207</td>
<td>0.198307401</td>
<td>0.200808081</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1880</td>
<td>0.073957514</td>
<td>0.109837762</td>
<td>0.111245791</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1140</td>
<td>0.044846577</td>
<td>0.070427066</td>
<td>0.070841749</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>0.019669552</td>
<td>0.033427988</td>
<td>0.033670034</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>320</td>
<td>0.0012588513</td>
<td>0.024511177</td>
<td>0.024579125</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>80</td>
<td>0.003147128</td>
<td>0.005419803</td>
<td>0.004915825</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>120</td>
<td>0.004720692</td>
<td>0.007900621</td>
<td>0.007676768</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>0.001573564</td>
<td>0.00283033</td>
<td>0.002424242</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>0.001573564</td>
<td>0.005210895</td>
<td>0.004040404</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>0.000786782</td>
<td>0.001710156</td>
<td>0.001818182</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>0.000786782</td>
<td>0.000530449</td>
<td>0.00047138</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>20</td>
<td>0.000786782</td>
<td>0.004170959</td>
<td>0.003232323</td>
<td></td>
</tr>
</tbody>
</table>

The predicted probabilities for NB and the multilevel NB regression model are presented in Table 5 and Fig 3. To check the analysis, whether the negative binomial and the multilevel negative binomial regression model would fit the data better, we fitted the maximum likelihood of the parameters and the maximized log likelihoods for them. From Fig 3, since the predicted probabilities from multilevel NB model is closer to the observed probabilities for each count. Then we conclude that the multilevel NB model is essentially more appropriate than the NB model for predicting the number of deaths of children in EDHS, Ethiopia.

![Fig 3. Compressions of Models with covariates via Predicted Probabilities](image-url)
5. DISCUSSION AND CONCLUSION

In the Table 3, the multilevel NB regression model identified the variation among eleven regions in the deaths of children less than eighteen years. The results revealed that place of residences of mother, toilet facility, Religions, size of household members, age of mothers were found to be the main determining factors for deaths of children under eighteen in Ethiopia. The likelihood ratio result showed that the predictors were significantly associated with the outcome variable (p<0.000).

The level and power properties of the statistics, in general, remains similar irrespective of which mechanism of over-dispersion is used to generate count data. This also seems to be true irrespective of whether the over-dispersion parameter c is varying or constant. For testing homogeneity between and within individuals for clustered count data with over-dispersion, our recommendation then is to use the multilevel NB model, so, the proposed model is more preferable than the standard NB model.
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