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ABSTRACT  

Indoor navigation of micro aerial vehicle (MAV) is still a challenging task due to blocked 

GPS signal in cluttered indoor environment. GPS signals are not available in indoor environment for 

autonomous navigation of MAV. Several vision-based navigation algorithms have been developed 

by researchers in the last few decades for navigation of MAV in indoor environment. This paper 

describes a vision based pose estimation algorithm for a MAV using a planar pattern. Forward 

looking raspberry pi 3 camera is mounted on the MAV to acquire image frames of the Planar pattern 

(landmark). The raspberry pi 3 Camera is calibrated to obtain the intrinsic and extrinsic parameters. 

Using the image corner points extracted from the planar pattern, world coordinates and the intrinsic 

parameters the position of the camera is estimated. Using the position of the camera the position of 

the MAV is estimated.  
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1. INTRODUCTION 

Micro Air vehicle remotely piloted or having an autopilot are generally defined as unmanned 

air vehicles (UAV). Unmanned air vehicle (UAVs) can be used both for civilian and military 

applications. They could have different missions according to their civil or military usage such as 

ground surveillance, payload or cargo carries traffic control, and geological surveying application. 

Unmanned air vehicle, UAVs may considered as the future of aviation. Technology advances in 

aviation electronics, avionics, seem to enable the air vehicles to fly themselves with small help of 

human pilot. Nowadays, all over the world, a lot of UAV concepts have emerged and most of them 

have been made operational successfully. 

A micro aerial vehicle (MAV) is a class of miniature UAVs that has a size restriction and 

may be autonomous. Modern craft can be as small as 5 centimeters. Projected concentric circles are 

used to calibrate the camera
1
. Vision based pose estimation algorithm and control laws are developed 

for navigation of mobile robot
2
.  Camera calibration method is proposed based on planar pattern by 

using the motion information of the camera or planar pattern
3
. Three mutually orthogonal vanishing 

points are used to obtain the intrinsic parameters of the camera
4
. Pose of the camera can be extracted 

from the detected points and lines in the image frames
5
. Line correspondences (2D to 3D) are used to 

determine the location of the camera
6
. Optical flow is used to estimate the lateral position, velocity of 

the quadrotor
7
. Micro Aerial Vehicle (MAV) pose is estimated based on vision based SLAM 

(simultaneous localization and mapping) algorithm
8
. Position of the UAV is estimated at each 

waypoint from the features extracted from the landmarks
9
.  

Vision based pose estimation algorithm for a MAV using a planar pattern is proposed. With 

the knowledge of both the 3D model of a target object and the feature correspondence between the 

object and its 2D image, model-based methods estimate the pose of the camera relative to the object 

by using single view of image. A downward looking camera is mounted on the MAV. Planar pattern 

(landmark) can be captured using raspberry pi camera and raspberry pi model 3B. Position 

estimation algorithm is developed in OpenCv and python programming language. MATLAB 

environment is used for camera calibration process. Using camera calibration intrinsic parameter, 

extrinsic parameter can be estimated. Extrinsic camera parameters (camera pose) inferred from 

consecutive frames was then concatenated to estimate camera position. Once the intrinsic parameter 

has been determined, those parameter values can be used to estimate the different position and 

orientation of the camera.Using rotational and translation vector of the camera the position of MAVs 

can be estimated. 
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2. HARDWARE SETUP AND CONFIGURATION 

2.1.  Raspberry Pi 3 - Model B 

Raspberry Pi 3 - Model B single board computer consists of Broadcom BCM2387 chipset, 

.2GHz Quad-Core ARM Cortex-A53, 802.11 b/g/n Wireless LAN and Bluetooth 4.1 (Bluetooth 

Classic and LE), 1GB RAM, 64 Bit CPU, 4 x USB ports, 4 pole Stereo output and Composite video 

port, Full size HDMI, 10/100 BaseT Ethernet socket, CSI camera port for connecting the Raspberry 

Pi camera, DSI display port for connecting the Raspberry Pi touch screen display, Micro SD port for 

loading your operating system and storing data and Micro USB power source. Raspberry Pi 3 model 

B is shown in Figure 1.  

 

 

Figure 1: Raspberry Pi 3 model B 

2.2. Raspbian stretch Operating System installation 

To develop vision based obstacle detection algorithm, Linux based operating system (OS) 

called Raspbian stretch with desktop image and Python Open CV package was installed on the micro 

SD card and Raspberry Pi 3 model B single board computer was booted from the memory card. 

Raspberry Pi 3 Camera is connected through 15 pin ribbon cable to the MIPI Camera Serial Interface 

(15-pin) on the Raspberry Pi 3 model B board. After installing Raspbian Stretch with desktop image, 

Raspberry Pi 3 model B can be used as a Standalone desktop by connecting monitor, keyboard and 

mouse to the supplied ports on the Pi. Raspbian stretch OS was updated along with its firmware by 

connecting Pi to the internet via ethernet. 

2.3. Open cv installation 

Open CV is a computer vision library. Open CV 3 with Python bindings was installed on 

Raspberry Pi 3 model B with Raspbian Stretch operating system. python dependency for Open CV is 

built from Source using CMake. Downloading the required Open CV and Open CV contrib packages 
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from GitHub then by using CMake python dependency of the Open CV packages are built and 

installed through terminal on Raspberry Pi. 

2.4. Raspberry Pi Camera board 

Open CV is a computer vision library.In this work. The Raspberry Pi Camera Board (Figure 

2) plugs directly into the CSI connector on the Raspberry Pi. The Raspberry Pi Camera Module v1 is 

a 5-megapixel Omni Vision OV5647 camera. Raspberry Pi Camera can be accessed with Pi camera 

Python library. 

 

 

 

Figure 2: Raspberry Pi Camera board 

 

The Raspberry Pi Camera Board Features: 

                Fully Compatible with Both the Model A and Model B Raspberry Pi 

                5MP Omnivision 5647 Camera Module 

                Still Picture Resolution: 2592 x 1944 

              Video: Supports 1080p @ 30fps, 720p @ 60fps and 640x480p 60/90   Recording 

                15-pin MIPI Camera Serial Interface - Plugs Directly into the Raspberry Pi Board 

                Size: 20 x 25 x 9mm 

                Weight 3g 

3. PROPOSED METHOD FOR POSITION ESTIMATION OF MAV USING A 

PLANAR PATTERN 

3.1. Camera calibration parameter 

The calibration algorithm calculates the camera matrix using the extrinsic and intrinsic 

parameters. The extrinsic parameters represent a rigid transformation from 3-D world coordinate 

system to the 3-D camera’s coordinate system. The intrinsic parameters represent a projective 

transformation from the 3-D camera’s coordinates into the 2-D image coordinates. 
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Figure 3: Camera calibration parameter estimation 

Block diagram for the proposed method to estimate the camera calibration parameters are 

shown in Figure 3.  

3.2. Extrinsic Parameters 

The extrinsic parameters consist of a rotation, R, and a translation, t. The origin of the 

camera’s coordinate system is at its optical center and its x- and y-axis define the image plane. 

3.3. Intrinsic Parameters 

The intrinsic parameters include the focal length, the optical center, also known as the 

principal point, and the skew coefficient. The camera intrinsic matrix, K, is defined as: 

 K   =   [

    
    
     

]          (1) 

4. RESULTS AND DISCUSSION 

In the experiment, a raspberry pi 3 camera with image resolution 2592*1944 pixels is used 

for image acquisition. Input image is captured for different orientation and position of camera with 

respects to the planar pattern by interfacing a raspberry pi 3 camera to the raspberry pi processor. 

Input image frame with planar pattern is shown in Figure 4.  

 

  
 

 

 

 

 

 

 

Figure 4: Input image frame with planar pattern 
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Figure 5 shows the extracted corner features in the camera calibration process to obtain the 

intrinsic and extrinsic parameters. 

 

 

                

      Figure 5: Corner features extracted in the planar pattern image  

 

 

 

Figure 6: camera center with reference frame 

These are the parameters that identify uniquely the transformation between the unknown 

camera reference frame and the known world reference frame. Figure 6. shows the extrinsic 

parameter (camera center) with reference frame. Relative position of the grid with respect to the 

camera. In this frame, (Ox, Xc, Yc, Zc) is the camera reference frame. Red pyramid corresponds to 

the effective field of view of the camera defined by image plane. Calculated intrinsic parameter 

values for Raspberry pi 3 camera are given below. 

 Focal length = [882.566058875880460; 887.293552120317710]; 
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 Principal point: 

                          cc = [ 296.183240765960190; -59.777093936524651]; 

  Skew coefficient = 0.000000000000000; 

camera intrinsic parameter values are computed as follows: 

                                     k=[
         
         

               
] 

Calculated extrinsic parameter values for different position and orientation of Raspberry pi 3 

camera mounted on the MAV.The position estimation results of MAV such as translation and 

rotation vector are reported in Table 1. 

Rotation   vector = [ 2.12929 ; -7.676487 ; 3.717863 ] 

Translation vector =  [ -3.790785 ; 2.597536 ; 5.137311] 

Pixel error = [ 1.63237   1.37627 ] 

Table 1: Position estimation Results 

 

FRAMES 

 

ROTATION   VECTOR 

 

TRANSLATION VECTOR 

 

PIXEL ERROR 

FRAME 1 [ 2.12929 ; -7.676487 ; 3.717863 ] [-3.790785; 2.597536; 5.137311] 

 

[ 1.63237   1.37627 ] 

FRAME 2 [2.021428; -6.992261 ;4.102334 ] 

 

[-5.369311;2.112793  4.455199 ] 

 

[ 1.113380  3.11590] 

FRAME 3 [ 2.01148; -5.872261  5.6782334 ] 

 

[ -7.58711;2.062646 ;3.66459 ] [ 1.79380  2.985960] 

FRAME 4 [ 6.021428; -5.002261 ; 5.102334 ] [ -7.76543; 2.112793 ; 6.774459 ] [ 1.34190 ; 3.1875] 

FRAME 5 [ 6.021428; -5.002261 ; 5.102334 ] 

 

[ -7.76543;2.112793 ;6.774459] [1.34190 ; 3.1875] 

 

FRAME 6 [1.056891 ; -2.153121 ; 1.247320] 

 

[5.322970; 1.772332; 5.149657 ]; 

 

[ 6.331048 ; 2.6719] 
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Figure 7: camera position 

World orientation parameter values are obtained as follows 

[
                        
                         
                         

] 

Figure 7 shows the position of the camera with respect to the planar pattern in the sequence 

of image frames.  

5. CONCLUSION 

Vision based navigation algorithm for a MAV using a planar pattern is developed. The 

intrinsic and extrinsic parameters of the raspberry pi 3 camera was estimated to compute the position 

of Micro Aerial Vehicle in indoor environment. The position of the MAV is estimated based on the 

developed vision based algorithm using a sequence of image frames acquired from the raspberry pi 3 

camera. Experimental results show that the proposed algorithm is suitable for estimation of position 

and orientation of camera and MAV in real time. 
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